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Adversarial Attack

● Adversarial Examples input data with an imperceptible change

● Adversarial Examples = Original data (𝑥) + Perturbation with noise (ϵ)

● Adversarial Attack induce misclassification in purpose to make machine learning models more ROBUST

Original Data Perturbation Adversarial Data

+ =



Real-Life Adversarial Attack (Smart Home)

(1) INPUT (x)

(2) ADVERSARIAL
EXAMPLE ( x* )

(4) OUTPUT

x (“DiCaprio”)

(3) DEEP NEURAL 
NETWORK

+

Adversarial Noise

x*

“David Beckham”

(5) ACTIONDOOR OPEN

(6) CONSEQUENCE



Adversarial Defense (Training)

Input

Deep Learning  Model

Output

Adversarial Examples

DEFENSE (Step 2)ATTACK (Step 1)

Adversarial Examples

“David Beckham” “Leonardo DiCaprio”

Clean Data

+



FGSM (Fast Gradient Sign Method)

Goodfellow et al. 2014

● Gradient Descent Algorithm

OPPOSITE direction of the gradient of the cost function

● Fast Gradient Sign Method (FGSM)

SAME direction of the gradient of the cost function

Explaining and Harnessing Adversarial Examples (2015)
Ian.J.Goodfellow, Jonathon Shlens & Christian Szegedy

sign(gradient): +

Weight update direction:  
Negative

Learning rate
Input Update direction:  
Positive

Adversarial direction



FGSM (Cont.)

Loss Function

Loss Function Gradient

Adversarial Example

Explaining and Harnessing Adversarial Examples (2015)
Ian.J.Goodfellow, Jonathon Shlens & Christian Szegedy

Goodfellow et al. 2014



FGSM (Cont.)

Loss Function

Parameters of 
the model

Input
(panda image)

Output
(“panda” label)

Adversarial Boundary

Explaining and Harnessing Adversarial Examples (2015)
Ian.J.Goodfellow, Jonathon Shlens & Christian Szegedy



Deciding perturbation

FGSM uses the “max norm constraint”:

: moving many pixels as possible but only by a small number

: summed absolute value difference between x and x*

Explaining and Harnessing Adversarial Examples (2015)
Ian.J.Goodfellow, Jonathon Shlens & Christian Szegedy



Adversarial Defense (FGSM)

(3) (1) (2)

: loss function of the original data

: loss function of the adversarial example

: loss function of both original data and  adversarial example

Explaining and Harnessing Adversarial Examples (2015)
Ian.J.Goodfellow, Jonathon Shlens & Christian Szegedy

: proportion of applying loss between original data and adversarial example



Fast Adversarial Training using FGSM (FFGSM)

Fast is better than free: Revisiting adversarial training (ICLR2020)
E. Wong, L. Rice, and J. Z. Kolter

Efficient training techniques added to FGSM

• Cyclic learning rates

• Mixed-precision training



Square Attack (Black-Box Attack)

Square attack: a query-efficient black-box adversarial attack via random search (2020)
M. Andriushchenko, F. Croce, N. Flammarion, and M. Hein,

Key Concept of Square Attack

• Based on randomized search scheme

• Perturbation situated at boundary of feasible set



Federated Learning

Brendan McMahan

Global Model

Local Models Local ModelsLocal Models

Global Server



1. Data Security: local models do not have to send their private data

2. Hardware Efficiency: training only conducted within distributed local devices

3. Data Diversity: Wider range of data utilized in each training process

Advantages of Federated Learning



Federated Averaging (FedAvg) Algorithm

Total Data Size

Data Size of Client 

Weight of Client      at Time Step 

Global Aggregated Parameter

Total No. of Clients



Face Recognition



Section 3: Our Approach
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FLATS : Federated Learning Adversarial Training for Smart Home Face Recognition System



FLATS (Method 1)

(1) Randomly select client IDs to be 

trained at each global round 
(1) 
(2) (2) Randomly select client IDs for adversarial training

(3) If the ID is in AdvClients:
• Adversarial Training

(4) It not:
• Standard Training

(5) FedAvg

• Save “global parameter”

• Broadcast back to local devices

(3) 

(4) 

(5) 

Guarantee for Adversarial Training in Each Global Round



FLATS (Method 2)

Select client IDs for Adversarial Training 

in the BEGINNING

No Guarantee for Adversarial Training in Each Global Round



Adversarial / Clean Batch Ratio

]

]

Backpropagation

based on Adversarial Examples

Switch to Adversarial Example

AFTER specific “batch” ratio

BATCH

E.g. clean_train_batch_ratio = 0.25

Clean Images Adversarial Examples

BATCH25% 75%



Section 4: Experiments and Results
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Starving Dataset

1. Data Size

2. Model: ResNet-34 (97.8% classification accuracy)

Data source: https://www.kaggle.com/datasets/hereisburak/pins-face-recognition

TOTAL Client = 5

Data size for each client = around 3506 (IID)



4.1 Benign Federated Learning
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Benign Federated Learning (IID)

7 total clients

5 (71%) clients selected randomly

5 epochs per client 

15 global rounds



Adversarial Examples

Original Image FGSM (𝝐=8/255) FFGSM (𝝐=8/255)

Square (𝝐=8/255, 
𝒏𝒒𝒖𝒆𝒓𝒊𝒆𝒔 = 𝟐𝟎𝟎𝟎)

FGSM (𝝐=0.9) FFGSM (𝝐=0.9)



Robust Acc. of Benign FL Model (IID)

Adversarial Example: FGSM (𝝐 =  8/255)

CATASTROPHIC

Robust Acc.



Benign FL Model vs. Robust FL Model (FLATS)

Adversarial Training: FFGSM (AlexNet, 𝝐 =  8/255)

Overall Increase

in Robust Acc.



4.2 Data Manipulation (Non-IID)
1. Pixel | 2. “Eye” Cover | 3. Brightness | 4. Test Data Augmentation
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Default Setting



1.1 Pixel Comparison



1.1 Pixel Comparison

3 x 224 x 224 3 x 128 x 128



1.2 Pixel Modification

No Modifications



1.2 Pixel Modification

𝒏𝒂 = 𝟏 𝒏𝒂 = 𝟐

𝒏𝒂 = 𝟑 𝒏𝒂 = 𝟒

𝒏𝒂 = Adv. Trained Clients



2.1 “Eye” Area Covered



2.2 Pixel vs. Eye Covered

Pixel

Eye Covered

No Modifications



Pixel

Eye Covered

No Modifications

2.2 Pixel vs. Eye Covered



Pixel

Eye Covered

No Modifications

2.2 Pixel vs. Eye Covered



3.1 Brightness Comparison

Original Brightness Factor = 0.15 Brightness Factor = 2.30



3.2 Brightness Modification (Dark)

No Modifications



3.2 Brightness Modification (Bright)

No Modifications



3.3 Brightness vs. (Pixel, Eye Covered)

Pixel

Eye Covered

Brightness Modified



3.3 Brightness vs. (Pixel, Eye Covered)

𝒏𝒂 = 𝟏 𝒏𝒂 = 𝟐

𝒏𝒂 = 𝟑 𝒏𝒂 = 𝟒

𝒏𝒂 = 𝟏 𝒏𝒂 = 𝟐

𝒏𝒂 = 𝟑 𝒏𝒂 = 𝟒

𝒏𝒂 = Adv. Trained Clients
“Dark” Images “Bright” Images

Surprisingly “ROBUST” global aggregated model

Key Points
Fluctuating Global Acc. (%)
Stable Increasing Trend in Robust Acc. (%)



4. Augmented Test Data (Dark)

Brightness Modified

[
[
[
[

Test Images: can be considered as different “race”



4. Augmented Test Data (Bright)

Brightness Modified

[
[
[
[

Test Images: can be considered as different “race”



4. Augmented Test Data

𝒏𝒂 = 𝟏 𝒏𝒂 = 𝟐

𝒏𝒂 = 𝟑 𝒏𝒂 = 𝟒

𝒏𝒂 = 𝟏 𝒏𝒂 = 𝟐

𝒏𝒂 = 𝟑 𝒏𝒂 = 𝟒

𝒏𝒂 = Adv. Trained Clients

“Dark” Images “Bright” Images

Augmented Test Data: Bright + Dark + Clean



Section 5 & 6: Summary and Evaluation
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Limitations

1. Utilization of ResNet

• Instead of using SOTA face recognition models

2. Starving Federated Data

• Limited amount of data distributed à Bias and Overfitting

3. Single Weight Averaging Method

• Only used FedAvg for the entire experiment



Key / Novel Findings

1. STARVING FEDERATED DATA

• FLATS: more ROBUST global model against adversarial examples

• More REALISTIC experiment

2. ROBUSTNESS with DATA MODIFICATION

• Increased BOTH Global Acc.(%) and Robust Acc.(%)

• Broaden spectrum to general CV / Face Recognition training

• Needs to be considered as COMMON PRACTICE

3. ALLEVIATE FAIRNESS ISSUE

• Augmented Test Data à considered as “race” mixed test data

• Reduce BIAS in classification
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Q & A
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Thank You!
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